Software Defined Infrastructure in the Academic Research Fleet
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The Academic Research Fleet as the Large Facility

Global Class Regional Class
1. Thomas G. Thompson 1. Hugh R. Sharpe (Univ. Delaware)
2. Raoger Revelle (Scripps Institute of
Oceanography, SIO) Coastal/Local Class
3. Atlantis 1. Robert Gordon Sproul (S10)
2. Pelican
4. Sikuliag (Univ. of Alaska Fairbanks) 3. E.G Walton Snith
5. Mareus G. Langseth 4. Savanabh (Skidaway Institute of
Oceanography)
5. Blue Heron
Intermediate Class 6. Rachel Carson
1. Kilo Moana
2. Oceanus
3. Endeavor (University of Rhode Island)
4.  Atlantic Explorer (Bermuda Institute for Ocean
Sciences)
5. Neil Armstrong
6. Sally Ride (SIO)




Shipboard Computing in The Academic Research Fleet

RCRYV CI Requirements:

(1) Must support 40 or more individual & unique I'T services
(2) Must be easily configured for high-availability

(3) Must include out of band management capabilities

e Network (4) 10GbE connectivity to the network core

« WAN connectivity (5) 20 TB of useable storage

* LAN (shipboard network) (6) 75 CPU or CPU equivalents
(7) 300 GB of RAM

CI Problem: A modernized computing
infrastructure 1s sought to support:

* Basic Services:

* State of Health Monitoring

Additional Evaluation Criteria:
(1) physical footprint,
(2) resource footprint,

e Scientific Services:
* Data Acquisition

* Storage
(3) compute & storage etficiency,

(4) technical debt,

* Real-Time Services: (5) availability,
e Pub/Sub (6) ease of management, and

(7) costs: (CAPEX & OPEX).

* Computing

* Event Driven



RCRYV (I Project: Architecture Options

INFRASTRUCTURE OPTION 2.1: 3-TIER INFRASTRUCTURE OPTIONS 2.2 & 2.3: HYPERCONVERGED (HCI)
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SERVERS (COMPUTE ONLY)
Compute Hardware Virtualized (VMWare ESXI) SERVERS (COMPUTE & STORAGE)

o Compute Hardware Virtualized (VMWare ESXI)
° Storage Hardware Virtualized (vSAN)

Data Acquisition .

Web & Map Server

Database Server
STORAGE: Physical Storage Area Network (SAN)

Backup Servcies
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VMware ESXi: Total Capacity* = 120 CPU Cores, 1152 GB RAM
* capacities calculated for 3 nodes to account for a one node failure event.

100 Guests @ 1.2 CPU/guest, 11.5 GB RAM/guest, 200GB Disk/guest

CPU: 2 x 20 Cores - Xeon 6132 2.0 GHz 27.5M Cache

CPU: 2 x 20 Cores - Xeon 6132 2.0 GHz 27.5M Cache

CPU: 2 x 20 Cores - Xeon 6132 2.0 GHz 27.5M Cache

CPU: 2 x 20 Cores - Xeon 6132 2.0 GHz 27.5M Cache

384 GB ECC RAM (12x32GB)

384 GB ECC RAM (12x32GB)

384 GB ECCRAM (12x32GB)

384 GB ECC RAM (12x32GB)

DISK: 2 x 1.6 TB NVME Cache Drives 2.5"

DISK 1: 2 x 32 GB microSDHC/SDXC Card

DISK 1: 2 x 32 GB microSDHC/SDXC Card

DISK 1: 2 x 32 GB microSDHC/SDXC Card

VSAN: Total Capacity = 61.4 TB Raw

DISK: 8 x 1.92 TB SATA SSD = 15.36 TB Raw

DISK: 8 x 1.92TB SATA SSD = 15.36 TB Raw

DISK: 8 x 1.92TB SATA SSD = 15.36 TB Raw

DISK: 8 x 1.92 TB SATA SSD = 15.36 TB Raw
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USE CASE:ARCHIVE & BACKUPS
Completed Cruises
VM backups/Snapshots

Secondary Storage: Unity 300 Hybrid Array - 63TB
Configuration = mix of NLSAS and SATA spinning disk




